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            Abstract
          
        

        
          
            Purpose:
            Cognitive health affects production of speech as the speech production process relies on memory systems for word retrieval and sentence composition. This study aims to explore the relationship between temporal acoustic features of speech and cognitive decline.

          

          
            Methods:
            Speech samples were collected from 32 elderly individuals at different stages of cognitive health and divided into three groups: normal cognitive (n=13), mild cognitive impairment (n=10), and dementia (n=9). Mean age of population was 83 years. And speech samples were collected using two speech tasks: Picture description task, and Interview task. The samples were then analyzed using Praat to derive acoustic and suprasegmental parameters. Extracted variables were finally analyzed using one-way ANOVA　to identify statistical significance of differences and connections between specific speech features and cognitive decline.

          

          
            Results:
            The findings indicate that temporal feature changes are perceptible in the early stages of cognitive decline, especially articulation rate, speech rate, and filler duration. Acoustic features, on the other hand, did not show any significant connection to cognitive decline except for intensity (SPL [dB]). The results also show that the type of speech task affects the significance of the speech variable.

          

          
            Conclusions:
            Speech suprasegmental parameters are detectable in the speech of cognitive decline, even in the early stages. Future studies should consider examining other speech characteristics related to semantics and their relationship with prosodic features and cognitive ability.
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      Ⅰ. Introduction
      Dementia (De) presents a significant challenge in the current times where increased life expectancy is increasing and leading to a growing elderly population. This demographic shift in population necessitates greater attention to the unique needs of older adults, particularly in addressing cognitive decline, a key concern of aging. Since there is no definitive cure for cognitive decline (especially Alzheimer [AD]) to this day, the best course of action is the early detection of cognitive decline and the implementation of memory training intervention methods in hopes of delaying or managing the decline process (Riley et al., 2022).

      Given the importance of early detection, a lot of research focus is now directed at finding a cost-effective non-invasive way of cognitive decline detection. Research in this topic covers a wide area from motor skill to eye movement to speech detection. The latter of which is what this paper is concerning with, that is the detection of cognitive decline in elderly speech through analyzing acoustic and suprasegmental parameters of speech. Since speech signals can be considered as biomarkers of the progression of cognitive decline as Ahmed et al. (2013), König et al. (2015), and Fraser et al. (2016) pointed out, many studies have tried to analyze speech voice signal characteristics that are statistically significant in distinguishing between different cognitive decline stages and normal cognitive health as well (López-de-Ipiña et al., 2013; Meilán et al., 2020; Nagumo et al., 2020; Sumali et al., 2020; Wang et al., 2022). Spontaneous speech, in particular, offers a unique perspective on cognitive health, as it demands memory retrieval and semantic and syntactic clarity (De Looze et al., 2021).

      While previous research has advanced automated detection systems for cognitive decline using machine learning, these studies often prioritize the development of technological tools over in-depth analysis of the specific effects of cognitive decline on speech production. Consequently, there remains a gap in understanding the acoustic and prosodic characteristics associated with cognitive decline and how these features vary across its stages.

      Existing literature has reported on the speech features that were the most statistically significant when automatically sorting the speech of the cognitively impaired. For speech temporal features, Sadeghian et al. (2021) pointed out the features such as, proportion of pause length and the proportion of phonation length to the whole audio along with speech rate. Silent or pause-related features were similarly highlighted by König et al. (2015), Toth et al. (2018), Da Cunha et al. (2022), and Liu et al. (2023). While Martínez-Nicolás et al. (2022) and Yamada et al. (2021) have also added phonation measures as well as a significant feature.

      Regarding acoustic features on the other hand, Themistocleous et al. (2020) has mentioned that shimmer, center of gravity and cepstral peak prominence are also significant in differentiating healthy and cognitively declining groups. And Hall et al. (2019) has also mentioned jitter and shimmer, while Gonzalez-Moreira et al. (2015) pointed to the significance of standard deviation and mean of fundamental frequency. It is note worthy to mention though that the first two research have also pointed out suprasegmental features along with the acoustic features for the automatic screening of cognitive decline. Indeed, Ahmed & Kwon (2024) have concluded that temporal features were more reported to be significant in the cognitive decline screening more than acoustic variables. This is due to the association of cognitive decline with disfluency in speech which results in more silent or pause segments.

      This paper seeks to bridge the gap in the literature by moving beyond machine learning applications to conduct a detailed analysis of the acoustic and prosodic speech characteristics linked to cognitive decline. The study aims to identify which speech features are most indicative of cognitive decline across its different stages and to determine their relative significance in the context of early detection and assessment. A particularly novel aspect of this research is its focus on Korean native speakers, a population for which studies on the speech characteristics of cognitive decline remain scarce.

      Previous research on Korean speakers, such as Ha et al. (2009), has focused on speech disfluencies (e.g., fillers and substitutions), while Choi et al. (2013) concentrated on linguistic features of participants’ speech. More recently, Park et al. (2024) incorporated acoustic analysis into their study; however, they did not highlight the significance of the specific speech measures analyzed, nor did they account for prosodic characteristics—factors frequently reported in the international literature as being strongly associated with cognitive decline. By addressing these gaps, this study not only broadens the understanding of cognitive decline’s impact on speech production but also contributes valuable insights specific to Korean-speaking populations, paving the way for culturally and linguistically tailored approaches to early detection and intervention.

    

    

  
    
      Ⅱ. Methods
      
        1. Participants
        Each of the volunteering participants in this analysis took the Cognitive Impairment Screening Test (CIST), which is a cognitive ability screening tool developed in South Korea, and then consequently was placed in one of three groups according to the score of the test. The three groups represent stages of cognitive health deterioration, normal cognitive group (NC, n=13, female=12, male=1), mild cognitive impairment group (MCI, n=10, feamle=9, male=1), and dementia suspected group (De, n=9, female=9), with total sample of 32 participants. Due to the influence of age and education on CIST scores, group placement was determined on a case-by-case basis, considering individual participant characteristics. Specifically, participants were categorized into three groups (NC: Participants scoring within the range of healthy cognitive ability for their age and education level, MCI: Participants scoring within 6 points below the expected range for healthy cognition, considering their age and education, De: Participants scoring 7 or more points below the expected range for healthy cognition, considering their age and education.)

        The groups did not differ much based on age mean or education mean, but there seemed to be a significant difference between the three groups regarding the CIST score for each group. Table 1 below showcases age education and CIST mean and standard deviation calculations for each group.

        
          Table 1. 
				
          

          
            Demographic information by group
          
          

        

        
          
            
              	Category
              	NC
              	MCI
              	De
              	p-value
            

          
          
            	n (%)
            	13 (40.6%)
            	10 (31.25%)
            	9 (28.1%)
            	-
          

          
            	Age (SD)
            	82.5 (5.38)
            	84.7 (5.33)
            	81.9 (6.83)
            	.529
          

          
            	Education (SD)
            	 9.76 (4.26)
            	8.00 (2.00)
            	7.30 (5.20)
            	.348
          

          
            	CIST (SD)
            	22.15 (3.62)
            	12.60 (2.41)
            	6.20 (4.40)
            	<.001***
          

        

        
          
            Note. De=dementia; MCI=mild cognitive impairment; NC=normal cognitive; SD=standard deviation
          

          
            ***p<.001
          

        

        

      

      
        2. Speech tasks
        Two tasks were performed to collect spontaneous speech from the participants, the picture description task and a question-and-answer task. Picture description task has been used in much research before to record spontaneous speech of patients of cognitive decline to analyze the feasibility of using acoustic features in automatic diagnose of cognitive decline (Kumar et al., 2022; Liu et al., 2023; Themistocleous et al., 2020). The most commonly used picture in the picture description task used in previous research (Forbes-McKay & Venneri, 2005; Fromm et al., 2024; Hall et al., 2019; Yamada et al., 2022) and this one as well is the “cookie theft” picture developed as a tool in the Boston Aphasia Examination. Fraser et al. (2019) has argued that the “cookie theft” picture has been used in studies analyzing data of different languages (Japanese, Norwegian, Chinese etc.) which makes it a very good candidate for cross-linguistic comparative studies.

        The second task of question-and-answer was also conducted to record spontaneous speech of the participants. The questions were about memories of the participants and were comprised to cover happy, sad, and neutral emotional states representing memories. The question-and-answer task was aimed at collecting the speech of the participants using their long-term memory and recollection.

      

      
        3. Acoustic and suprasegmental speech features
        Acoustic features related to fundamental frequency (F0) were reported to have been significant in differentiating the speech of NC and cognitive impairment in studies such as Gonzalez-Moreira et al. (2015), De Stefano et al. (2021), and Kumar et al. (2022). In this study however only the coefficient of variation of fundamental frequency (F0 cov) is calculated as F0 measurements are known to be different between men and women (Yoshii et al., 2023). We are not putting a lot of emphasis on pitch related features as Tanaka et al. (2017) has explained that Pitch related features are more connected to emotions than cognitive impairment. That being said we are not ruling out all pitch related features altogether. We are also considering Jitter and Shimmer measures as Lin et al. (2020) and Hall et al. (2019) have pointed out the importance of jitter and shimmer measures in the speech of cognitive impairment. This study is analyzing jitter (local), jitter (rap), jitter (ppq5), jitter (ddp) and shimmer (local), shimmer (apq3), shimmer (apq5), shimmer (apq11) shimmer (dda). Moreover, mean autocorrelation and harmonic-to-noise ratio (HNR) are also calculated and analyzed as acoustic features of speech. Other features under analysis includes speech intensity measuring speech pressure level (dB), and voice quality assessing cepstral peak prominence (CPP).

        For temporal suprasegmental features, the study is considering pause segment related speech characteristics such as no. of pauses, total pause duration, and pause rate. Studies such as Toth et al. (2018), König et al. (2015), Liu et al. (2023), and Da Cunha et al. (2022) have all reported on the significance of pause related features such as rate, length and duration in analyzing cognitive impairment speech. More features related to phonation are also considered in this study; features such as total phonation time, phonation rate, no. of syllables per utterance, speech rate, and articulation rate. Boschi et al. (2017) has emphasized how phonation time is also an important temporal feature that can indicate Cognitive impairment together with pause. Other features such as total duration of speech, and time of reaction are also considered in this analysis. As for duration of response time Yoshii et al. (2023) pointed out its significance in differentiating cognitive impairment speech. Features such as filler (um, ung, a etc.) duration is also important in analyzing speech disfluencies and there for it is also a feature considered in the analysis.

      

      
        4. Analysis tools and statistics
        Speech recording was done using TASCAM Portacapture X8 (TEAC AMERICA, INC. CA, USA) which has a sampling rate of 192KHz and quantization of 32-bit. The recordings were saved to file type “wav”, and acoustic feature analysis was done using Praat. The extracted features were statistically analyzed for significance using One-way ANOVA, and post hoc analysis was done using Least significant Difference (LSD). This study has utilized LSD post-hoc due to its higher sensitivity in detecting smaller differences.

      

    

    

  
    
      Ⅲ. Results
      
        1. Acoustic variables
        The result of analyzing speech acoustic variables showed that no acoustic features are related to cognitive impairment speech in the speech derived from the interview task. Only the variable of sound pressure level (SPL dB) analyzed in the data of the picture description task samples had a p-value of .048 that is lower than α=.05, which indicates a significance in the difference of intensity values between the groups. It is noteworthy to mention that the p-value of the variable of SPL (dB) that is analyzed in the data of the interview task is just marginally over the α value. This could indicate that SPL (dB) mean is a significant variable in analyzing the speech of cognitive impairment. However, in a follow up post hoc LSD test the significance of difference between the groups was found to be in De-NC (LSD=4.42 < ABS=5.18) data. Indicating that the difference in SPL (dB) is associated more with the later stages of cognitive decline.

        
          Table 2. 
				
          

          
            Statistics analysis of acoustic variables
          
          

        

        
          
            
              	Variable
              	Interview
              	Picture description
            

            
              	
                M
              
              	
                SD
              
              	
                F
              
              	p-value
              	
                M
              
              	
                SD
              
              	
                F
              
              	p-value
            

          
          
            	F0cov
            		.34
            	 .16
            	1.609
            	.218
            		.32
            	 .13
            	2.839
            	.075
          

          
            	Jitter (local)%
            	 2.37
            	 .54
            	 .067
            	.935
            	 2.32
            	 .59
            	 .123
            	.885
          

          
            	Jitter (rap)%
            	 1.07
            	 .30
            	 .317
            	.730
            	 1.04
            	 .32
            	 .350
            	.708
          

          
            	Jitter (ppq5)%
            	 1.18
            	 .28
            	 .121
            	.887
            	 1.16
            	 .32
            	 .201
            	.819
          

          
            	Jitter (ddp)%
            	 3.22
            	 .89
            	 .318
            	.730
            	 3.12
            	 .97
            	 .350
            	.708
          

          
            	Shimmer
            	11.18
            	1.86
            	1.124
            	.339
            	10.57
            	1.91
            	1.111
            	.343
          

          
            	Shimmer (local)dB
            	 1.07
            	 .15
            	1.070
            	.356
            	 1.03
            	 .15
            	1.197
            	.317
          

          
            	Shimmer (apq3)%
            	 4.45
            	1.14
            	2.247
            	.124
            	 4.20
            	 .99
            	 .934
            	.404
          

          
            	Shimmer (apq5)%
            	 6.45
            	1.42
            	1.501
            	.240
            	 5.99
            	1.41
            	1.099
            	.347
          

          
            	Shimmer (apqII)%
            	11.48
            	2.15
            	 .104
            	.901
            	10.77
            	2.45
            	 .956
            	.396
          

          
            	Shimmer (dda)%
            	13.35
            	3.42
            	2.247
            	.124
            	12.61
            	2.98
            	 .934
            	.404
          

          
            	Mean autocorrelation
            		.88
            	 .03
            	 .875
            	.427
            		.89
            	 .04
            	 .137
            	.872
          

          
            	HNR
            	11.41
            	1.66
            	 .824
            	.449
            	12.51
            	2.19
            	 .118
            	.889
          

          
            	CPP
            	13.93
            	1.41
            	 .812
            	.454
            	13.29
            	1.51
            	 .788
            	.464
          

          
            	SPL (dB)
            	64.15
            	5.53
            	3.146
            	.058
            	63.29
            	5.35
            	3.374
            	.048*
          

        

        
          
            Note. CPP=cepstral peak prominence; HNR=harmonic-to-noise ratio; SPL=sound pressure level. 
          

          
            *p<.05 
          

        

        

      

      
        2. Suprasegmental features
        The analysis of the speech temporal characteristics analysis results reveal that variables such as duration of fillers, speech rate and articulation rate are influenced by cognitive health decline. As shown in Table 3 the variables filler duration, speech rate, and articulation rate are mostly related to interview task data. And in all the three variables Filler duration was the most statistically significant with a p-value of .0005. On the other hand, in the picture description task, only articulation rate resulted in statistical significance (p=.004).

        
          Table 3. 
				
          

          
            Statistical analysis of speech duration data
          
          

        

        
          
            
              	Variable
              	Interview
              	Picture description
            

            
              	
                M
              
              	
                SD
              
              	
                F
              
              	p-value
              	
                M
              
              	
                SD
              
              	
                F
              
              	p-value
            

          
          
            	Speech time
            	119
            	167
            	 1.44
            	.25
            	53.9
            	22.0
            	2.64
            	.08
          

          
            	Reaction time
            	 5.8
            	 5.4
            		.24
            	.79
            	 5.1
            	 3.6
            	 .30
            	.74
          

          
            	Pause no.
            	38.0
            	60.2
            	 1.33
            	.28
            	13.5
            	 6.9
            	2.00
            	.15
          

          
            	Pause duration
            	41.2
            	58.3
            		.68
            	.52
            	27.6
            	 9.2
            	1.03
            	.36
          

          
            	Pause rate
            		.6
            	 1.3
            		.49
            	.61
            		.5
            		.2
            	 .76
            	.48
          

          
            	Phonation duration
            	79.2
            	121.0
            	 2.71
            	.08
            	19.3
            	10.9
            	1.50
            	.23
          

          
            	Phonation proportion
            	67.1
            	78.8
            	 1.47
            	.24
            	34.6
            	15.2
            	 .26
            	.76
          

          
            	Filler duration
            	 3.3
            	 3.4
            	10.1
            	.0005***
            	 2.1
            	 3.0
            	2.06
            	.14
          

          
            	Syllable no.
            	367
            	595
            	 1.81
            	.18
            	93.8
            	55.4
            	1.34
            	.27
          

          
            	Speech rate
            	 2.7
            	 1.1
            	 3.79
            	.034*
            	 1.7
            		.8
            	 .66
            	.52
          

          
            	Articulation rate
            	 4.8
            	 1.1
            	 5.54
            	0.009**
            	 4.6
            	 1.5
            	6.64
            	0.004**
          

        

        
          
            *p<.05, **p<.01, ***p<.001
          

        

        

        Post hoc analysis also affirms the significance of the data derived from the interview task as the analysis results suggest that the data derived from the interview task can differentiate between different cognitive health stages. That is, both filler duration and articulation rate data retrieved in the interview task have shown statistical significance of differences between De-MCI (LSD=.858 < ABS=1.1, LSD=2.54 < ABS=5.2 respectively) and MCI-NC (LSD=.79 < ABS=1.2, LSD=2.33 < ABS=4.1 respectively). Whereas even though speech rate was confirmed to be of significance in the One-way ANOVA test, the post hoc analysis shows that difference between groups is in the De-MCI (LSD=.98 < ABS=1.12) and De-NC (LSD=.93 < ABS=1.14) data only which suggest that this variable is also connected to later stages of cognitive decline. For the picture description data articulation rate was found to be also significantly different between De-MCI (LSD=1.15 < ABS=2.04) and De-NC (LSD=1.09 < ABS=1.25). Figure 1 illustrates the connection between the statistically significant features and the speech of the three groups.

        
          
          

          Figure 1. 
				
          

          
            Boxplot of statistically significant suprasegmental features
            Note. De=dementia; MCI=mild cognitive impairment; NC=normal cognitive.

          
          

          

        

      

      
        3. Task type and derived parameter
        Table 4 demonstrates the effect of the type of task on the analyzed parameters for each group. As shown in the table, the data for De was not affected by the type of task performed. Only MCI and NC groups exhibited statistically significant differences between tasks. In the case of the differences in variable calculations between tasks for acoustic variables were only observed in the NC group, not in the other two. These differences were more pronounced in amplitude-related measures. Suprasegmental parameters, however, showed significant differences between dependent derivations of the measures in both NC and MCI groups. Upon closer examination, the parameters exhibiting significant differences based on the task were all related to response time. This may be attributed to the fact that the interview task requires a longer response time compared to the picture description task. Which widens the range of the data to be analyzed for these variables and increases the probability of detection of cognitive impairment.

        
          Table 4. 
				
          

          
            t-test analysis of the effect of task on parameter
          
          

        

        
          
            
              	Variable
              	De
              	MCI
              	NC
            

            
              	
                M
              
              	
                SD
              
              	p-value
              	
                M
              
              	
                SD
              
              	p-value
              	
                M
              
              	
                SD
              
              	p-value
            

          
          
            	F0 cov
            	 .32
            	 .13
            	 .08
            	 .29
            	 .14
            	 .19
            	 .36
            	 .15
            	.44
          

          
            	Jitter (local)%
            	2.40
            	 .71
            	 .98
            	2.30
            	 .60
            	 .91
            	2.35
            	 .41
            	.53
          

          
            	Jitter (rap)%
            	1.13
            	 .40
            	 .90
            	1.03
            	 .32
            	 .98
            	1.03
            	 .22
            	.51
          

          
            	Jitter (ppq5)%
            	1.22
            	 .37
            	 .97
            	1.17
            	 .32
            	 .98
            	1.14
            	 .23
            	.67
          

          
            	Jitter (ddp)%
            	3.38
            	1.21
            	 .91
            	3.09
            	 .95
            	 .98
            	3.08
            	 .67
            	.51
          

          
            	Shimmer
            	11.4
            	2.60
            	 .44
            	10.7
            	1.90
            	 .81
            	10.5
            	1.18
            	.03*
          

          
            	Shimmer (local)dB
            	1.11
            	 .18
            	 .61
            	1.03
            	 .17
            	 .99
            	1.02
            	 .10
            	.04*
          

          
            	Shimmer (apq3)%
            	4.79
            	1.53
            	 .41
            	4.21
            	 .89
            	 .62
            	4.09
            	 .68
            	.20
          

          
            	Shimmer (apq5)%
            	6.77
            	2.08
            	 .48
            	6.13
            	1.29
            	 .92
            	5.90
            	 .75
            	.02*
          

          
            	Shimmer (apqII)%
            	11.5
            	3.07
            	 .74
            	11.2
            	2.52
            	1.00
            	10.7
            	1.41
            	.009**
          

          
            	Shimmer (dda)%
            	14.3
            	4.59
            	 .41
            	12.6
            	2.67
            	 .62
            	12.2
            	2.03
            	.20
          

          
            	Mean autocorrelation
            	 .88
            	 .04
            	 .71
            	 .89
            	 .04
            	 .62
            	 .88
            	 .03
            	.03*
          

          
            	HNR
            	11.8
            	2.04
            	 .43
            	12.2
            	2.49
            	 .51
            	11.8
            	1.59
            	.007**
          

          
            	CPP
            	13.2
            	1.96
            	 .67
            	13.6
            	1.28
            	 .03
            	13.8
            	1.23
            	.49
          

          
            	SPL (dB)
            	60.8
            	7.37
            	1.00
            	63.0
            	4.25
            	 .26
            	66.2
            	3.22
            	.73
          

          
            	Speech time
            	53.8
            	26.5
            	 .06
            	71.7
            	41.9
            	 .03*
            	120
            	184
            	.11
          

          
            	Reaction time
            	4.69
            	4.55
            	 .71
            	6.07
            	5.02
            	 .52
            	5.52
            	4.36
            	.92
          

          
            	Pause no.
            	13.8
            	12
            	 .16
            	22.7
            	14.7
            	 .02*
            	36.3
            	66.6
            	.10
          

          
            	Pause duration
            	28.4
            	14.9
            	 .21
            	29
            	13.6
            	 .82
            	42.6
            	63.3
            	.30
          

          
            	Pause rate
            	 .56
            	 .23
            	 .37
            	 .44
            	 .18
            	.007**
            	 .69
            	1.42
            	.52
          

          
            	Phonation duration
            	21.7
            	21
            	 .17
            	35
            	31.5
            	 .02*
            	79
            	134
            	.03*
          

          
            	Phonation proportion
            	36.8
            	24.8
            	 .39
            	43.9
            	16.2
            	.007**
            	65
            	87
            	.09
          

          
            	Filler duration
            	1.22
            	1.40
            	 .92
            	5.04
            	4.41
            	 .18
            	1.93
            	1.98
            	.33
          

          
            	Syllable no.
            	99.6
            	99.3
            	 .19
            	194
            	172
            	 .01*
            	349
            	658
            	.06
          

          
            	Speech rate
            	1.68
            	1.18
            	 .44
            	2.46
            	1.04
            	 .01*
            	2.38
            	1.02
            	<.001
          

          
            	Articulation rate
            	3.99
            	1.45
            	 .15
            	5.56
            	 .74
            	 .84
            	4.56
            	1.04
            	.41
          

        

        
          
            Note. De=dementia; MCI=mild cognitive impairment; NC=normal cognitive.
          

          
            *p<.05, **p<.01, ***p<.001
          

        

        

      

    

    

  
    
      Ⅳ. Discussion and Conclusion
      This study aims to analyze the association between cognitive decline and acoustic and temporal characteristics of spontaneous speech. Subjects were divided into three groups according to cognitive health, and their speech was recorded and analyzed for temporal measures and acoustic variables. Each subject was given two tasks to complete, a picture description task and a questions and answers interview task, through which the speech samples for each participant were collected for analysis.

      The results of the analysis show that cognitive decline can be detected in speech through the analysis of different acoustic and speech temporal variables. The results suggest that there may be a stronger connection between cognitive decline and temporal speech characteristics than there is with acoustic speech characteristics. That is, in our result it was confirmed that suprasegmental parameters such as filler duration and articulation rate have statistically significant differences between De-MCI and MCI-NC. On the contrary for acoustic variables the statistical significance only indicated a connection to De by showing difference between De-NC.

      Our finding of the importance of articulation rate in the speech samples of MCI is consistent with the findings by Themistocleous et al. (2020). Themistocleous et al. (2020) have compared the speech of cognitively healthy individuals and MCI and found that a few speech features including articulation rate are significant in differentiating the speech of NC and MCI. The other features which showed significance for their data counter this study’s findings, features such as shimmer and average speaking time to be of significance whereas these features have not amounted to any significance in our data. Also, another study by Yamada et al. (2021) reported that pause duration, speech rate and phonation time to be significant in differentiating NC and MCI speech, in all these variables we have found the speech rate to be the only significant variable in our data. Nevertheless these differences we can attribute to two causes; the first one is that both the studies mentioned above have had a larger sample for assessment than ours (Themistocleous et al., 2020; Yamada et al., 2021), and the second is that the studies either depended on one task only or on different tasks to derive the speech samples for analysis (Themistocleous et al., 2020, picture description; Yamada et al., 2021, interview questions about daily life, counting backward, subtraction, phonemic and semantic verbal fluency, and picture description). And in the case of the picture description task, it is noteworthy to mention that this study’s sample has found some difficulty in identifying the characteristics of the picture as the “cookie theft” picture content slightly differs from everyday native life of our sample.

      Many previous studies have reported the importance of silence or pause related features in distinguishing the speech of cognitive impairment including König et al. (2015). König et al. (2015) concluded that the pause length variable was the most significant to distinguish between NC, MCI, and AD, but their study did not consider the frequency of pauses and instead analyzed pause length and rate. Martínez-Nicolás et al. (2022) has argued that the number of pauses in speech and phonation time are significant features that distinguish the speech of NC, MCI and AD patients. In this study a paragraph reading task was used to collect samples of speech from 400 participants. Vincze et al. (2021) has reported that the no. of pauses, or the proportion of pauses in relation to total speech time increases with the progression of De. However, the analysis of our data did not find any importance of the pause related features but for the statistical significance of filler duration in the data of the interview task. Yoshii et al. (2023) has reported that both filler duration and filler proportion are both significant in discriminating the speech of NC and MCI. Albeit these features could not amount to a significant effect size, they were derived from the speech of everyday conversation, that is spontaneous speech. This coincides with our finding that the filler duration can distinguish the speech of MCI from De and NC in spontaneous speech.

      Regarding acoustic features, statistical analysis results have not indicated any significant values in our data but for intensity. But in analyzing acoustic features in the speech of cognitive decline many studies consider and report on the significance of Jitter and shimmer instead of intensity’s SPL (dB) specifically. Nishikawa et al. (2022), Liu et al. (2023), Kumar et al. (2022), Themistocleous et al. (2020), Yoshii et al. (2023), Yamada et al. (2021, 2022), and Hall et al. (2019) have all considered jitter and shimmer features in their analysis but only Yoshii et al. (2023), Themistocleous et al. (2020), Hall et al. (2019), and Yamada et al. (2022) have reported the significance of these variables in the analysis of cognitive impairment. Even in that case, the reports seldom included all the measures of jitter and shimmer as significant, only Yoshii et al. (2023) has reported the importance of all the jitter and shimmer features we analyze in this study when measuring them in spontaneous speech, Yamada et al. (2022) has also reported the significance of jitter and shimmer in discriminating the speech of NC, MCI and De when derived from picture description speech, but they did not specify which specific features they used in their analysis. On the other hand, Themistocleous et al. (2020) only reported on shimmer in analyzing NC and MCI speech, and Hall et al. (2019) only reported the importance of jitter and shimmer (local and apq3) in distinguishing the speech of NC, MCI, and AD. Jitter and shimmer, however, did not show any significance of differences between the three groups in our analysis. This may be due to differences of analysis samples in our study and the other studies. In our study we have calculated the acoustic measures in a sample of about 20 seconds of continuous speech for each participant in each task. It is not clear how the samples in other studies were defined and measured which may cause difference in findings between our analysis and theirs.

      Ultimately, what our result confirms is that speech temporal variables are more related to the early stages of cognitive impairment. This is disclosed in the result of our LSD post hoc analysis. Our analysis discovered that acoustic features are not statistically significant enough to differentiate between different stages of cognitive decline save for the De stage when compared to NC, while suprasegmental features such as filler duration and articulation rate are statistically substantial in differentiating between the three groups.

      This is due to how cognitive decline affects memory functions such as word retrieval, which significantly impacts speech production. When individuals struggle to access the appropriate words, they experience pauses and hesitations. To compensate for these delays, they may increase their reliance on filler words (such as “um,” “uh,” “like”) to fill the silence and maintain conversational flow. This compensatory strategy can lead to a decrease in articulation rate. In essence, as speakers require more time to retrieve the intended words, their overall speech becomes slower, characterized by fewer syllables per utterance and a higher frequency of filler words.

      However, these variables’ significance depends on the type of task used to derive speech. This means that there is a relation between the suprasegmental variable change and the type of task the participant undergoes to produce speech. These cases of speech feature statistical significance based on the task of speech the features are derived from has also been reported in other studies. For example, Yoshii et al. (2023) has noted that only 5 of 17 features derived from the speech recorded of the Mini Mental State Exam tasks had significant difference between groups, compared to 16 of these features showing significance when derived from spontaneous speech recordings of everyday life question task. Yamada et al. (2022) has also reported the significance of the features that differentiate the speech of NC and De in relation to the type of speech task they are derived in; for example, they reported that proportion of pause duration, jitter, shimmer, and phoneme rate all showed significant differences in the speech recorded of picture description task, while proportion of pause duration, and pitch variation were the significant features in subtraction task and proportion of pause duration and shimmer only were significant in semantic fluency task speech.

      In the picture description task, participants only needed to observe a presented image and recall the words used to describe its elements. Conversely, the interview task demanded greater cognitive effort, requiring participants to recollect a personal life event, retrieve relevant words, and then construct sentences to describe that experience. This increased cognitive load likely explains why the variables derived from the interview task exhibited more statistical significance, even after post-hoc analysis, compared to those from the picture description task.

      Several limitations were present in this study: First, small sample size: The limited number of participants may have constrained the ability to generalize our findings. A larger sample size would be required to confirm the robustness of our observations. Second, picture description task: The “cookie theft” picture, while used in prior cognitive impairment speech studies, may have been unfamiliar to our participants. This potential unfamiliarity could have influenced their performance and the quality of the collected speech data. In future studies, employing a more culturally relevant picture and comparing the results with this study would help assess the validity of using the “cookie theft” picture. Third, limited interview questions: The interview was restricted to three questions, potentially limiting the range of emotional expressions and the depth of insights. To broaden the scope of the analysis, future studies should incorporate a wider array of questions covering diverse life situations. Fourth, focus on acoustic and suprasegmental features: This study primarily focused on acoustic and suprasegmental features of speech. Future research should incorporate linguistic features such as semantics and syntax into the analysis. Furthermore, investigating the combined effect of semantic, utterance length, and acoustic-suprasegmental parameters in identifying cognitive health could yield valuable insights.

      Our findings also suggest that the time required to complete each task significantly influences the nature of the collected data. Since the interview task necessitates greater participant engagement and a longer response time than the picture description task, the data derived from the interview task is richer in information, providing a more comprehensive assessment of speech fluency and the overall richness of utterances. Consequently, the speech signals obtained during the interview task are more suitable for investigating the association between cognitive abilities and speech characteristics.
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            Appendix 1. 
				
            

            
              Definitions of variables under analysis
            
            

          

          
            
              
                	Variable
                	Definition
              

            
            
              	Response time
              	Total time of answer including silent segments
            

            
              	Reaction time
              	Total time from the last syllable of question to the first syllable of answer
            

            
              	Number of pauses
              	Total number of silences (more than .3s)
            

            
              	Proportion of pause
              	Total number of pause segments divided by total response time
            

            
              	Phonation time
              	Total time of all syllables produced
            

            
              	Proportion of phonation
              	Total time of all syllables produced divided by total response time
            

            
              	Filler duration
              	Total time of speech dysfluencies produced (such as: um, ung etc.)
            

            
              	Speech rate
              	Total number of syllables divided by total time of response
            

            
              	Articulation rate
              	Total number of syllables produced divided by total time of phonation
            

            
              	Number of syllables
              	Total number of syllables produced in articulation
            

            
              	F0 cov
              	Coefficient of variation of the fundamental frequency
            

            
              	Jitter (local, rap, ppq5, ddp)
              	Fluctuations in pitch
            

            
              	Shimmer (local, apq3, apg5, apq11, dda)
              	Fluctuations in volume
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